LECTURE 1: PROBABILITY THEORY

MECO 7312.
INSTRUCTOR: DR. KHAI CHIONG

Probability Theory is the foundation of modern statistics. We start by introducing the
mathematical concept of a probability space, which has three components (2, B, P),
respectively, the sample space, event space, and probability function.

1. Probability Space

1.1. Sample Space

() denotes the sample space. It is the set of possible outcomes of a particular experi-
ment.

Examples:
(i) The experiment consists of tossing a coin. 2 = {H,T'}.
(ii) Tossing two coins. Q = {“HH”, “HT", “TT", “TH"}.
(iii) Tossing a single die. Q ={1,2,3,4,5,6}.
)

(iv) The daily spending of a user in an app, Q = {0,1,2,...,} ={zr € Z : x >
0} = Z¢.

(v) The profit of a firm in a given year, {2 = R.
1.2. Event
An event is a subset of 2. We denote an event as A, as such, A C €.

Example of an event:

(i) In the experiment of tossing two coins, @ = {HH,HT,TT,TH}, the event
that at least one head is obtained, A= {HH,TH, HT}.

(ii) In the experiment of tossing a die where 2 = {1,2,3,4,5,6}, the event that a
number greater than 4 is obtained, A = {5, 6}.
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(iii) Obtains a number greater than 6 when rolling a die, A = (.
(iv) Obtains a number fewer than 10 when rolling a die, A = {1,2,3,4,5,6} = Q.

(v) In the experiment of observing the amount spent by a user, Q = ZF, the event
that the user is a high spender, A = {100,101,...} = {x € ZJ : x > 100}.

(vi) In the experiment of observing the profit of a given firm = R, the event
that the firm makes a positive profit, A = (0, 00).

If A and B are two events, then A U B is the event that either A or B happens.
That is, AUB = {x :x € A or x € B}. For example, in the die rolling experiment,
suppose A = {2,4,6} is the event an even number is rolled, and B = {1, 3,5} is the
event an odd number is rolled, then the event that either an even or an odd number

is rolled is AU B ={1,2,3,4,5,6} = (.

If A and B are two events, then AN B is the event that both events A and B happens.
That is, ANB = {z : v € Aand x € B}. For example, suppose A = {2,4,6} is
the event an even number is rolled, and B = {4,5,6} is the event a number greater
than 3 is rolled, then the event that the number is even and it is greater than 3 is
ANB = {4,6}. Note that in the previous example, if A = {2,4,6} and B = {1, 3,5},
then AN B = (). The event that an even and an odd number is rolled is the empty
set.

The complement of an event A, written A°, is the event that A does not happen. It
is a set that consists of all possible outcomes that are not in A. That is, A° = {z €
Q:x ¢ A}. For example, suppose A = {2,4,6} is the event an even number is rolled.
Then A° = {1, 3,5}, which is the event that an odd number is rolled.

Because events are sets, events inherit useful properties of set operations. Let (2 be
the sample space, and let A, B, C' be three events defined on 2.

(i) Commutativity:
AUB=BUA
ANB=DBNA.

(ii) Associativity:
AU(BUC)=(AuB)uUC
AN(BNnC)=(AnB)nC

(iii) Distributive Laws
AUu(BNC)=(AUB)N(AUC),
AN(BUC)=(ANB)U(ANC)

IThe empty set 0 is a subset of any set
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(iv) DeMorgan’s Law.
(AUB)® = A°N B¢
(AN B)¢ = A°U B¢

1.3. Event Space

The event space B is a collection of events, or a set of subsets of 2.

The event space contains all events of interest to the researcher. Consider the coin
tossing experiment, Q = {H,T}. An event space of Q is B = {0,{H},{T},{H,T}}.
Here, we see that B is the set of all possible subsets of Q = {H,T'}.

Not all collection of events will be a valid event space. Consider the die rolling experi-

ment 2 = {1,2,3,4,5,6}. Supose we define the event space as B = {{1}, {2}, {3}, {4}, {5}, {6} }.
Although each element of B is a valid event, this event space does not contain the

event “not 2", A = {1,3,4,5,6}. It also does not contain the event “either 1 or 3”,

A = {1, 3}. Therefore, B does not make sense as an event space.

What makes B a valid event space? An event space must satisfy three proper-
ties:

(1) @ € B. The empty set is an element of B.
(2) It must be closed under complementation. If A € B, then A° € B.

(3) It must be closed under countable unions. If Ay, As,..., € B, then U2, A; €
B.? For instance, if A; and A, are two events in B, then the event A; U A,
must also be in B.

A collection of events (a set of subsets of ) that satisfy all of the above properties
is called a o-algebra on . As such, the event space B must be a g-algebra of (2.
Further note that properties (2) and (3) imply that if Ay, Ay € B, then A; N A, € B.
To see this: since Ay, Ay € B, we have A{, A5 € B by property (2). By property
(3), we have (A§ U AS) € B. Finally, by property (2) again, (A{ U AS)° € B. From
DeMorgan’s Law, (A§ U A3)¢ = A; N Ay. Therefore, Ay N Ay € B. By induction, a
o-algebra is closed under countable intersection.

It is easy to construct a o-algebra on €2 when € is countable and finite: simply define
B = {all subsets of Q, including Q}. In terms of notation, 5 = P(2), where P denote
the Power Set operation. This construction ensures that B is a valid event space (a
o-algebra), that is of interest ot us. The trivial o-algebra {{), 2} is not of interest.
If S = {1,2,3}, then the event space (or power set) is a collection of 23 = 8 sets.

B = {0, {1}, {2}, {3}, {1,2},{1,3},{2,3},{1,2,3}}.

2For every countable collection (A;)ien of sets from B, U;enA; € B
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When Q is large, it is not practical to explicitly write out the event space. Even
for the die rolling experiment, the event space will be very large and has 26 = 64

elements. When () is countably infinite, or uncountable, then we cannot enumerate
the event space.”

1.4. Probability Function

Finally, a probability function P, assigns a number (a probability) to each event in
the event space. It is a function mapping B — [0, 1] satisfying:

(i) P(A) >0, for all A € B.
(ii)) P(Q) =1
(iii) Countable additivity: If Ay, Ay, --- € B are pairwise disjoint, then P(U°, A;) =
>y P(A)
Two events A and B are disjoint (or mutually exclusive) if AN B = (). The events

Ay, ..., A, are pairwise disjoint if A4; N A; = ( for all ¢ # j. These are called the
Axioms of Probability, or Kolmogorov Axioms.

Example: Consider rolling a die. Assuming that the die is fair, then the probability
function for each event in B looks like:

Event Ae B P(A)
{1} 1/6
{2} 1/6

{1,2} 1/3
{1,3,6} 1/2
{2,3,4,6} 2/3
(234,56}  5/6

0 0
{1,2,345,6} 1

3An event space for when € is an uncountably large set can be defined as follows. Suppose (2 is

an interval of the real line, say Q = [0,1] C R. At the very least, B should contain all sets of the

form [a,b], (a,b), (a,b], [a,b) for all real numbers 0 < a <1 and 0 < b < 1. Why? Because we need

to make sense of an event such as: the outcome is between a and b, not inclusive of a. Further, to

ensure that B is a o-algebra, we need to include all unions and intersections of any intervals of the
form [a, b], (a,b), (a,b],[a,b).

4
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1.5. Additional properties of the probability function

These properties can be derived from the Axioms of Probability. Venn diagrams are
useful to visualize these properties.

(i) P(0) = 0.

(ii) P(A) <1

(iii) P(A°) =1— P(A)

(iv) P(AUB)=P(A)+ P(B)— P(AN B)

(v) P(AUB) < P(A) + P(B). More generally, we have the Boole’s inequality:
P(Uim A7) < 32, P(AY)

(vi) P(AUBUC) = P(A)+ P(B)+P(C)—P(ANB)—P(ANC)—-P(BNC)+
P(AN BNC). The Inclusion-Exclusion principle generalizes this the union of

many events:

P(CL?):ﬁiPUM—EZMAmAﬁ+§:P@MM%@%H~WH—UW1EZIPQaAJ

i<j i<j<k i<.<n i=1

(vii) Bonferroni’s Inequality. P(AN B) > P(A) + P(B) — 1. Example: suppose
that 80% of you like cats, and 90% of you like dogs, then it must be that at
least 70% of you like both cats and dogs (0.8 +0.9 — 1 = 0.7).

(viii) Frechet bounds:
For intersection of events:
max (0, P(A;) + P(A;) +---+ P(A,) —(n—1)) <
P(A1NA;N..NA,) <
min(P(A;), P(As),...,P(4,)

~—

For union of events:
max(P(A;), P(Ag),...,P(4,)) <
P(AjUAU..UA,) <
min(1, P(A;) + P(Ay) + -+ -+ P(A,))

Using these bounds, we can say that the percentage of students who like
both both cats and dogs is between 70% and 80%. Further, the percentage of
students who like either cats or dogs is between 90% and 100%.
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1.6. Updating information: conditional probability

Consider two events A, B € B, the probability of event A given event B, denoted
P(A|B) is

P(ANB)

(1) P(AIB) = 55

Examples:

(1) What is the probability of drawing two Kings consecutively from a well-shuffled
deck of cards? Event A is drawing a King first, and Event B is drawing a King second.
P(A) = &. P(B|A) = 2. Hence, P(AN B) = P(B|A) x P(A) = 5. So the chance
of getting 2 Kings is 1 in 221, or about 0.5%.

(2) 25% of the class belong to Marketing, and 15% uses Mac OS and belong to
Marketing. Randomly pick someone in the class, if I told you that person is in Mar-
keting, what is the probability that the person uses Mac OS? P(Mac|Marketing) =

P(Mac and Marketing) -
P(Marketing) &= 015/025 = (.6.

From the definition in Equation 1 above, we see that P(A|A) = 1. Further, if A and
B are disjoint, then P(AN B) =0 and P(A|B) = P(BJA) = 0.

From the definition of conditional probability, we can derive an important result called
the Bayes’ Rule. Let A and B be two events, then we can “flip” the conditional
probabilities via the formula P(A|B) = P(B|A)%.

From the conditional probability of event B given A:

P(B|A) = %
2) P(AN B) = P(B|A) x P(4)

From the conditional probability of event A given B:

P(ANB
P(A|B) = % now we plug in Equation 2,
P(BJ|A) x P(A
= (B] P>( ;) (4) which gives us the Bayes’ Rule.
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2. Independence

Two events A, B € B are statistically independent if and only if

(3) P(ANB) = P(A) x P(B)

Equivalently, two events A, B € B are statistically independent if and only if
(4) P(A[B) = P(A)

Or equivalently,

(5) P(B|A) = P(B)

Example (2-coin toss):

(1) Let A be the event that “first coin toss is heads”, A = {HH, HT'}. Let B be the
event that “second coin toss is heads”, B = {HH,TH}. Are A and B independent?
Yes. P(ANB) = P({HH}) = 0.25 which is equal to P(A) x P(B) = 0.5 x 0.5 =
0.25

(2) Let A be the event that “first coin toss is heads”, A = {HH, HT}. Let B be the
event that “at least one tail”, B = {TT,TH, HT}. Are A and B independent? No.
P(ANB) = P({HT}) = 0.25 which is not equal to P(A) x P(B) = 0.5 x 0.75 =
0.375.

Example (rolling a die):
(1) What is the probability of getting at least 1 six in 4 rolls of a die?

P(at least 1 six in 4 rolls) = 1 — P(no six in 4 rolls)

4
=1- H P(no six on roll 7)

=1
4
- (?)
6
— 0518

For a collection of n events A, As, ..., A,, the events are mutually independent if
and only if, for any subcollection A;,, A;,, ..., A;,, the following holds:



MECO 7312 Lecture 1: Probability Theory

(1) - T170

For any possible combination of events from the collection, the probability of all
those events happening together is equal to the product of their individual probabil-
ities.

To be mutually independent, the events must satisfy a more stringent condition than
pairwise independence. In pairwise independence, each pair of events is independent
of each other, but this does not necessarily mean the whole collection is mutually
independent.

For example, let’s consider three events A, B, and C' such that P(ANB) = P(A)P(B),
P(ANC) = P(A)P(C), and P(BNC) = P(B)P(C). These events are pairwise
independent. However, they are mutually independent only if they also satisfy P(AN
BNC)=P(A)P(B)P(C).

3. Random variables

Let (€2, B, P) be a probability space. A random variable X is a (measurable) function
X :Q — E, where E C R. For example, E/ can be the set of real numbers or the set
of integers.*

In many cases, we want to transform the original probability space into another
probability space that is more convenient for analysis. For example, consider the
experiment where we record the action of a user upon seeing a mobile ad. ) =
{“Click”, “Skip”}. Then define the random variable X that maps from  to real
numbers such that:

Q X
“Skip” 0

“Click” 1

TABLE 1. The random variable X maps the sample space
{“Click”, “Skip” } to {0, 1}

4A measurable function is a valid function mapping from one measurable space to another. A
measurable space consists of a set and a o-algebra. Let (X,X) and (Y, T) be two measurable spaces.
A function f: X — Y is said to be measurable if for every E € T, the preimage of E under f is in
3.

8
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Mapping the sample space from {“Click”, “Skip”} to {0,1} allows us to run regres-
sions, and conduct statistical inference.

We often define a random variable through a query about the experiment, for example,
revisiting the experiment of tossing two fair coins, define X to be the number of heads
obtains. Is X is a random variable? The random variable X has the sample space
{0,1, 2} with the probability function Py given in Table 3.

QO P X
HH 1/4 |2
HT 1/4 |1
TH 1/4 |1
TT 1/4 |0

TABLE 2. The probability space of tossing two fair coins.

X Px()
0 1/4
1 1/2
2 1/4

TABLE 3. Probability space of the random variable X, defined as the
number of heads in tossing two fair coins.

In practice, we need not worry about measurability. If the query about the experiment
is defined in a reasonable and sensible way, then it can be supported as a random
variable. We will work with random variables for the rest of this class. Although not
explicitly stated, bear in mind that behind every random variable is an underlying
probability space of some experiment, which gives rise to the probabilistic nature
of this random variable. In particular, we will mostly deal with continuous random
variable that has the probability space (R, B, Px), where B is the Borel o-algebra of
R.

4. Cumulative Density Functions (CDF)

With every random variable X, we associate a function called the cumulative distri-
bution function (cdf) of X. The cdf of a random variable X is denoted by Fx(z), and
is defined by:

9
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(6) Fx(z)=Px(X <z)forall z € R

Consider the experiment tossing two fair coins and let X = number of heads observed.
To see what the cdf of X looks like, try to evaluate Fx(z) at different values, say at
x=-1,0,0.5,1,2,3, as follows (and using Table 3 for reference):

Fy(—1) = Py(X < —1) = 0

1
FX(O):PX(XS()):Z
1
Fx(0.5) = Px(X <05) = |
1 1 3
Fo(l) = Py(X <1)=- 4> =2
Fe@ = Py(Xx <) =411y
XA =2y Ty Ty
Fx(3)=Px(X <3)=
1,,F($> ———
08 |
@Q—————O
06 |
04|
¢—0
02t
i L L $\
1 [ 1 2 3

FIGURE 1. CDF of a discrete random variable

The complete cdf is:

if x <0,
if0<z<1,
ifl <xz<2,
if x > 2.

(7)

™
—~
8
SN—
I
= ol k= O

10
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4.1. Properties of a cdf
The function F'(x) is a cdf if and only if the following three conditions hold:
(1) lim,y oo F(z) = 0 and lim, o F(z) = 1.
(ii) F(x) is non-decreasing. If a > b, then F(a) > F(b).
(iii) F(x) is right-continuous (continuous when approached from the right).’

A random variable X is continuous if Fx(z) is a continuous function of z. A random
variable X is discrete if F'y(x) is a step function of x.

The cdf completely determines the probability distribution of a random variable. The
random variable X and Y are identically distributed if and only if Fy(z) = Fy(x)
for every .

Let X be a continuous random variable with the following cdf, Fx(z) = 7= Is
Fx(x) a valid cdf? First, check that lim,_, -, Fx(z) = 0 and lim, ., Fx(z) = 1, as
lim, , e % =00 and lim, .., e~* = 0. Then check that d%FX(:U) = ﬁ >0. In

fact, Fix(z) = H% is a well-known distribution called the logistic distribution. Plot-
ting the cdf in Mathematica using: Plot[1/(1 + Exp[-x]), {x, -10, 10}]1}

1.0
0.8

0.6

L I I
-10 -5 5 10

FI1GURE 2. The cdf of the Logistic Distribution.

5. Probability Density Functions (pdf) and Probability Mass Functions
(pmf)
Associated with a random variable X and its cdf Fx is another function, called

either the pdf (for continuous random variable) or the pmf (for discrete random
variable).

SThat is, lim,_,.+ Fx(z) = Fx(c) for all c.
11
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The pmf of a discrete random variable X is given by fx(z) = Px(X = z). For the
experiment where we toss two fair coins, the pmf is given by Table 3 and Equation

8. For instance, fx(2) = 411‘ Note, for this random variable, the pdf is such that

fx(z) =0 for z ¢ {0,1,2}.

i ifx=20,2
(8) fx(z) = % if v =1,
0 otherwise.

The pmf is related to the cdf. The cdf of X at z, Px(X < z) equals to the sum of
Px(X = k) at all k smaller than z. Hence, the cdf can be interpreted as the sum of
point probabilities (pmfs).

For continuous random variable, the pdf is defined differently, where we now substitute
integrals for sums.

Hence, the probability density function (pdf) for a continuous random variable X is
a function fx(z) such that

(10) Fx(z) = /_w fx(t)dt for all =

Using the Fundamental Theorem of Calculus, for a continuous random variable we
have the relationship:

(1) L Fx(a) = fx(@)

Pdf is a useful object because from it we can derive cdf and compute probability
such as Pla < X <b) = fab fx(t)dt. Note that for a continuous random variable X,

Px (X = z) is always zero, as a result of Fx(x) being continuous if X is a continuous
random variable.’

6X = 1 is a measure-zero event, i.e. the probability measure assigns zero to the event X = x.

A continuous random variable can realize infinitely many outcomes (an interval of real numbers is
uncountably infinite). P(X = z) = lims_o(P(X < z)—P(X < x—90)) = lims_,o(F(x)—F(z—95)) =0
12
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Example. Let X be a random variable with the cdf Fx(z) = ;3= Recall that Fx
is the well-known Logistic Distribution. The pdf of X is given by fx(x) = %F x(x) =
Using Mathematica: Plot [Exp[-x]/(1 + Exp[-x])~2, {x, -10, 10}]}.

e

L T ) .
-10 5 10

FiGURE 3. The pdf of the logistic distribution.

A function fx(z) is considered a valid probability density function (pdf) if it satisfies
the following conditions:

(i) Non-Negative: The function must be non-negative for all x in the domain.
fx(z) >0 forall z

(ii) Normalization: The area under the curve of the pdf must equal 1. For con-
tinuous random variables, this is expressed as:

/fo(x)dle

For discrete random variables, this becomes:

> fxlw) =

all

13
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